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ABSTRACT 
 
Gross Regional Domestic Product (GRDP) 
is one of important indicator to determine 
the economic conditions of a region. GRDP 
are obtained from sum of value added 
produced by all unit of production in a 
region. This study uses GRDP by 
production approach that grouped into 
seventeen categories of industry. The 
government always put the big efforts to 
increase the economic growth after Covid-
19 pandemic. The aim of this study is 
determined the cluster GDRB based on 
province in Indonesia at current prices and 
analyses the performance of the cluster 
method. The results showed that by using 
the DBSCAN, two clusters were formed 
and one province can be detected as an 
outlier. On the other hands, performance of 
the method by K-Means showed two 
clusters. The silhouette value using K-
Means is higher than the DBSCAN. For this 
case, the performance of K-Means is more 
appropriate than DBSCAN to use in 
clustering province in Indonesia based on 
GRDP at Current Market Prices. Moreover, 
performance of DBSCAN shows more 
sensitive on outliers detection. 
 
Keywords: DBSCAN, Gross Regional 
Domestic Product, K-Nearest Neighbor, K-
Means 
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INTRODUCTION 
 
Indonesia is country that continues to develop in various sectors. One sector that the 
government keep paying attention to is the economic sector. The growth of technology 
that facilitate the spread of information can be used as one of tools to encourage the 
business development (Mgunda, 2019). One of the indicators in assessing the success 
of development on a macro basis is economic growth. Economic growth is characterized 
by a situation where the total output of actual services resulting from the utilization of 
production factors in a specific year surpasses the actual income of the population in the 
preceding year (Runtunuwu & Kotib, 2021). Economic growth is observed through the 
sustained increase in income over an extended period in each geographical area 
(Kolinug & Winerungan, 2022). Increase in Gross Domestic Product (GDP) or Gross 
National Product (GNP) can be used to interpreting economic growth regardless of 
whether the increase is greater or smaller than the population growth rate, and whether 
changes in the economic structure occur or not (Lincolin, 1997). GDP is another term for 
Gross Domestic Product (GDP). During the COVID-19 pandemic in 2020, GDP growth 
in Indonesia was -2.07% so the government create constructive policies and strategies 
in an effort to increase GDP growth. One of the efforts taken by the government is the 
program for handling COVID-19 and National Economic Recovery. In 2021, GDP growth 
in Indonesia is 3.70% and 5.31% in 2022 (Badan Pusat Statistik [BPS], 2023a). 
 
Determining GDP in Indonesia can not be separated from the GDP in various regions or 
known as Gross Regional Domestic Product (GRDP) in Indonesia. GRDP is the total 
value produced by all business units in a certain area, or is the total value of final goods 
and services produced by all economic units in a region (BPS, 2023b). The GRDP 
calculation uses three approaches, namely the production, expenditure, and income 
approaches. The government keep paying attention to these factors so GDP growth in 
Indonesia continues to increase. In the midst of global economic issues that tend to be 
negative in 2023, the government needs policies that are right on target. Clustering 
analysis of GRDP in Indonesia can help the government to find areas that have 
similarities in GRDP factors. The government can provide different policies between 
regions based on the grouping results. 
 
Clustering is an analysis can be used to help government knows the region that has 
same characteristics. There are many methods in cluster analysis. Some of them are 
hierarchical, partition based, are density-based. Hierarchical and partition-based are 
popular, but the problem is when they must work on data that has outlier. The principle 
of clustering is maximizing the intraclass similarity and minimize the interclass similarity 
so that objects in one cluster have high similarity but are very different from objects in 
other clusters (Han, Kamber, & Pei, 2012). 
 
K-Means is one of popular method in clustering. However, the K-means algorithm has 
many challenges that negatively affect its clustering performance (Ikotun, Ezugwu, 
Abualigah, Abuhaija, & Heming, 2023). Density-Based Spatial Clustering of Applications 
with Noise (DBSCAN) is a new method in clustering. DBSCAN is here to overcome the 
shortcomings in K-Means. The advantage of the DBSCAN method is that it does not 
need to determine the number of clusters, but requires a function to calculate the 
distance between values and some guidelines for the number of centroids that are 
considered to be close or have the same characteristics. Another advantage of DBSCAN 
is able to detect noise (Furqon & Muflikhah, 2016). 
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Research related to clustering analysis on GDP or GRDP calculation factors has been 
carried out widely. Onwukwe and Ezeorah (2009) used Single Linkage to classify the 
GDP growth rate in Nigeria using GDP data for 1994-2003. Oktaviana and Amalia (2018) 
used GRDP data from Bangka Belitung Province for 2010-2017 to predict GRDP for the 
next year using Trend Analysis. Ningrum and Ahadi (2022) used K-Means to group 38 
districts/cities in East Java Province based on factors that support GRDP. Hidayah 
(2019) used K-Means to determine capital allocation for micro, small, and medium sized 
enterprises (MSMEs). The MSMEs determined based on its characteristics. They are 
total assets, sales, and industry. 
 

LITERATURE REVIEW 
 

Clustering is a popular method if people are faced with grouping cases. Cluster is divided 
into two methods. They are hierarchical and non-hierarchical. Popular algorithms in 
hierarchical clustering are agglomerative and divisive algorithm. Agglomerative algorithm 
starts with every object as an individual cluster and every step merge object with another 
object until become one cluster. There are some methods that popular in agglomerative 
algorithm. They are single linkage, complete linkage, average linkage, and ward’s 
method. Divisive algorithm is reverse from agglomerative algorithm. Non-hierarchical 
clustering is also known as partition clustering. Non-hierarchical clustering forming a 
cluster depends on objects which maximize or minimize some evaluation criteria. 
Popular calculations in non-hierarchical clustering such as K-Means, K-Medoids, 
Density-Based Spatial Clustering with Noise (DBSCAN), etc. 
 
Clustering is very useful applied in various applications. K-Means algorithm and 
DBSCAN algorithm are the two most commonly used clustering techniques that grouping 
the data based on different criteria. Actual K-Means suffers from several drawbacks, 
such as it needs a predefined number of clusters and most importantly it does not have 
the ability to handle noisy data or outliers. But DBSCAN algorithm is free from all these 
drawbacks and most importantly, it can handle noisy data or outliers data so efficiently. 
Thus, these two clustering techniques are also efficiently applied on incremental 
databases whose data is frequently updated. K-Means algorithm is renowned for its 
simplicity rather than DBSCAN algorithm. 
 
Several previous studies about K-Means and DBSCAN have been done. Ahmar et al. 
(2018) have been done to cluster provinces in Indonesia based on population density, 
school participant, human development index, and open unemployment. Wei, Lao, Sato, 
and Han (2019) used multiple clustering (K-Means, Agglomerative, DBSCAN combine 
with agglomerative) to clustering product review. The result shows that the best algorithm 
is DBSCAN combine with agglomerative. Zhang (2019) clustered the member of galaxy 
using DBSCAN. Çataltaş, Doğramaci, Yumuşak, and Öztoprak (2020) used DBSCAN to 
find product defects from customer reviews. This study is text mining, so another result 
can be obtained words often mentioned related to product defects in customer reviews. 
To determine the epsilon (ε), they use K-Nearest Neighbors. Pamuji and Rongtao (2020) 
compare K-Means and DBSCAN algorithms on rainfall in Jakarta. The result shows 
different cluster produced by two methods. The conclusion is K-Means is more efficient 
and accurate than DBSCAN. 
 
Muningsih, Maryani, and Handayani (2021) used K-Means to cluster province in 
Indonesia based on village potential and also using Davies Bouldin Index (DBI) to 
evaluate the cluster. The best cluster is cluster that have smallest DBI (Dista & Abdulloh, 
2022). Dewi et al. (2021) compared DBSCAN and K-Means in grouping village status 
against COVID-19 in Central Java Province. The result of this research is that the 
silhouette value of DBSCAN is higher than K-Means, so DBSCAN is better than K-Means 
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for this case. Mulyo and Heikal (2022) used K-Means to cluster the customer in shopping 
mall in Indonesia. It is very useful to know the characteristics of customer. It is also can 
be used to know the product categories and target segmentation that attack customer 
attention. DBSCAN algorithm can be applied on big data. Zhang (2022) applied DBSCAN 
in information security detection and also combine BIRCH with DBSCAN. Li, Yang, Jiao, 
and Li (2022) used KMNN-DBSCAN and Partition KMNN-DBSCAN in Rail Damage Data 
and used silhouette coefficient to evaluate both methods. The result is Partition KMNN-
DBSCAN better than KMNN-DBSCAN. 
 
From some studies, the accuracy of K-Means and DBSCAN is depending on the data. 
In DBSCAN algorithm, determine MinPts and 𝜀 can affects the result too. In K-Means, 
determine the number of cluster (k) can affects the result. In this study, the researchers 
compared the K-Means algorithm with the DBSCAN algorithm to see the accuracy 
performance based on the highest silhouette value in Gross Regional Domestic Product 
(GRDP) case in Indonesia. On the other hand, the researchers want to see how 
DBSCAN and K-Means work on outlier data. 
 
Elbow Method 
Elbow method can be used to determine the number of clusters by comparing the 
difference SSE of each cluster. The most extreme difference forming the angle of elbow. 
Below is the formula of Sum of Square Error (SSE) (Bholowalia & Kumar, 2014). 
 

𝑆𝑆𝐸 = ∑ ∑ ‖𝑥𝑖 − 𝑐𝑘‖2

𝑥𝑖∈𝐾𝑘

𝐾

𝑘=1

 (1) 

Where: 
𝐾: number of clusters 
𝑥𝑖: object 𝑖 in cluster 𝑘 

𝑐𝑘: centroid cluster 𝑘 
 
K-Means 
K-Means method partitions data into groups so data that has the same characteristics is 
collected into one group and data that has different characteristics collaborates into 
different groups. The K-Means algorithm describes that each data collected has the 
closest centroid. One of the advantages of K-Means is its simplicity and computationally 
efficient, making it suitable for large datasets. However, it has se limitations. First, it 
assumes that clusters are spherical and similar in size, which may not always align with 
complex structures in real-world data. Second, it requires determining the number of 
clusters in advance, which may be difficult to do without prior knowledge of the data. The 
K-Means algorithm is as follows (Johnson & Wichern, 2007): 
a. Determine the number of groups/clusters (k); 
b. Calculate the centroid value using the formula in Equation 1; 
c.  

𝑣𝑖𝑗 =  
∑ 𝑥𝑘𝑗

𝑛𝑖
𝑘=1

𝑛𝑖
 (2) 

where: 

𝑣𝑖𝑗 : centroid or average of the 𝑖𝑡ℎ cluster for the 𝑗𝑡ℎvariable 

𝑛𝑖  : the number of the data in the 𝑖 cluster 

𝑥𝑘𝑗: kth data value in the 𝑗𝑡ℎ  cluster for the 𝑗𝑡ℎ variable 
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d. Groups items based on the closest centroid based on the distance of the item on the 
centroid. The distance calculation used is the Euclidean distance as in Equation 2; 

 

𝐷𝑒 =  √∑(𝑥𝑖 − 𝑠𝑖)2

𝑝

𝑖=1

 (3) 

Where: 
𝑝  : number of variables 

𝑥𝑖 : 𝑖
𝑡ℎ data 

𝑠𝑖 : 𝑖
𝑡ℎ center 

e. Recalculate the group centroid when new items enter or leave the cluster; 
f. Do iterations b to d until no items enter or leave the cluster. 
 
The K-Means method is a simple and effective method. After the iteration is stable, it can 
be guaranteed that the distance between members to each centroid is minimum. But the 
minimum created is a local minimum. Therefore, K-Means is quite sensitive to the cluster 
centers selected during the initial step. 
 
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 
DBSCAN is a clustering method that focuses on data density. One of the advantages of 
DBSCAN is that it does not require determining the number of clusters. However, 
DBSCAN requires two important parameters, called minimum points (MinPts) and 
epsilon (ε) (Safitri, Wuryandari, & Rahmawati, 2017). In DBSCAN algorithm, there are 
several terms that need to be understood. Core is the central point in a cluster based on 
density. The border is the point that becomes the boundary within the central point (core) 
area. Noise is a point that can’t be reached by the core and is not a boundary. Direct 
reachable density is a point that is directly connected to the central point (core). 
Affordable density is a point that is connected indirectly to a central point (core). 
Connected density is points that are connected to each other by other points. DBSCAN 
algorithm is as follows (Devi, Putra, & Sukarsa, 2015): (a) Initialize MinPts and 𝜀 
parameters; (b) Determine the initial point (𝑝) randomly; (c) Calculate 𝜀 or all point 

distances that the density reaches to 𝑝; (d) If the point that satisfies 𝜀 is more than MinPts 
then point 𝑝 is a core and a cluster is formed; (e) If 𝑝 is a boundary and there are no 

points that fall within the reachable density of 𝑝, then the process continues to another 
point; and (f) Repeat steps c to e until all points are processed. 
 
Silhouette Coefficient 
Silhouette coefficient can be used to determine best clusters. The score of silhouette 
coefficient is between -1 and 1. The silhouette coefficient close to 1 indicates that the 
data is well apart from neighboring clusters and clearly distinguished. A value of 0 
indicates that the data is at or very close to the decision boundary between two 
neighboring clusters and a negative value indicates that the data may be assigned to the 
wrong cluster. Table 1 shows the criteria of silhouette coefficient (Kaufman & Rousseuw, 
1990). Below is the silhouette formula (Rousseeuw, 1987): 
 

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

𝑚𝑎𝑥{𝑎(𝑖), 𝑏(𝑖)}
 (4) 

 
Where: 
𝑎(𝑖): average dissimilarity of 𝑖 to all other objects in one cluster, suppose to be 𝐴 

𝑏(𝑖): minimum average dissimilarity of 𝑖 to all objects in other cluster, suppose to be 𝐶. 
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For the illustration to calculate 𝑎(𝑖) and 𝑏(𝑖) is if there are three clusters. They are Cluster 

X, Cluster Y, and Cluster Z. So, it can be calculated the 𝑎(𝑖) and 𝑏(𝑖) using this formula 
(Bariklana and Fauzan, 2023) as follows: 
 

𝑎(𝑖) =
1

|𝑋| − 1
∑ 𝑑(𝑖, 𝑗)

𝑗∈𝑋,𝑗≠𝑖

 

𝑏(𝑖) = min
𝑍≠𝐴

𝑑(𝑖, 𝑍)      where     𝑑(𝑖, 𝑍) =
1

|𝑍|
∑ 𝑑(𝑖, 𝑗)

𝑗∈𝑍

 

 
Table 1. Criteria of Silhouette Coefficient 

 

Score Interpretation Structure 

0.71 – 1.00 Strong 

0.51 – 0.70 Good 

0.26 – 0.50 Weak 

≤0.25 Bad 

 
Z-Score Normalization 
Z-score normalization is one method in data transformation. The formula for Z-score 
normalization can be shown in (5) (Allo, Putra, Paranoan, & Gunawan, 2023). Data 
transformation is used when the variables of data have big range or not same in scale of 
measurement between variables. 
 

𝑥𝑖
′ =

𝑥𝑖 − �̅�

𝜎𝑥
 (4) 

 
Where �̅� is average of 𝑥 and 𝜎𝑥 is standard deviation of 𝑥. 
 

RESEARCH METHOD 
 

Data are collected from publication of Badan Statistik Indonesia (BPS) in 2023. The data 
is GRDP from 34 provinces in Indonesia based on 17 categories. Table 2 shows the 
categories. 
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Table 2. 17 Categories that Forming GRDP by Industry 
 

Categories Definition 

X1 Agriculture, Forestry and Fishing 

X2 Mining and Quarrying 

X3 Manufacturing 

X4 Electricity and Gas 

X5 Water supply, Sewerage, Waste Management and Remediation 
Activities 

X6 Construction 

X7 Wholesale and Retail Trade; Repair of Motor Vehicles and Motorcycles 

X8 Transportation and Storage 

X9 Accommodation and Food Service Activities 

X10 Information and Communication 

X11 Financial and Insurance Activities 

X12 Real Estate Activities 

X13 Business Activities 

X14 Public Administration and Defence; Compulsory Social Security 

X15 Education 

X16 Human Health and Social Work Activities 

X17 Other Services Activities 

 
There are four steps in this research. First, using statistic descriptive to describe or 
provide an overview of the characteristics of categories that forming GRDP data. 
Second, do data transformation using z-normalization. Third, clustering methods (K-
Means and DBSCAN algorithm) are applied to the data. Before K-Means is applied to 
data, Elbow Method can help to determine the number of clusters. K-Nearest Neighbors 
(K-NN) is used to determine the epsilon in DBSCAN algorithm. After all methods have 
been applied, the fourth step is evaluation using silhouette coefficients. The method with 
the largest silhouette coefficient is chosen to be the best method. 
 

RESULTS 
 
Gross Regional Domestic Bruto (GRDP) is sum of 17 categories used in this paper. 
There are two pictures in Figure 1. Top five provinces that has highest GRDP (left) and 
bottom five province that has lowest GRDP in 2022 (right). Figure 1 shows the big 
contributor to Gross Domestic Product (GDP) is four provinces in Java. They are DKI 
Jakarta, East Java, West Java, and Central Java. DKI Jakarta as the center of 
government, business, trade, and services with the largest GRDP contribution which is 
very far above other provinces. The GRDP data shows a very unequal condition between 
DKI Jakarta and other provinces in Indonesia in terms of economic capacity. Figure 1 
also shows that Gorontalo has the lowest GRDP in 2022. Based on 17 categories, the 
category Agriculture, Forestry and Fishing has highest value in Gorontalo. So, Gorontalo 
has potential to increase the GRDP in Agriculture, Forestry and Fishing sector. 
 
The value of each category is sorted from the highest to lowest. Figure 2 is the five 
provinces with highest value each category. Figure 2 shows the potential each category 
can be developed by government. Figure 2 shows that DKI Jakarta leading many 
categories formed GRDP in 2022. It is related that DKI Jakarta has high contribution to 
GDP in Indonesia. There are three provinces which are almost in every category shown 
in Figure 2. They are West Java, East Java and DKI Jakarta.  Figure 2 also shows that 
the top five are dominated by provinces in Java and Sumatera. It is related with Figure 
1. 
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Figure 1. Top and Bottom Gross Regional Domestic Bruto 
 

 
 
Before clustering, we should do outlier checking in all variables using boxplot. Figure 3 
shows that there are outliers in all variables. The boxplot results also provide information 
that for each variable there are provinces whose values are very different from other 
provinces. Figure 3 shows that there are four provinces that become outlier. It means 
that the four provinces have high GRDP in 2022. The four provinces are DKI Jakarta, 
East Java, West Java and Central Java. After that, the researcher needs to standardized 
the data to handle the large range between variables. The standardization method used 
is Z-Score Normalization. 
 

Figure 2. Top Five Provinces Each Category 
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Figure 3. Boxplot All Variables 
 

 
 
Before start with K-Means algorithm. The problem is how many clusters needed for the 
data because K-Means algorithm requires information regarding the number of clusters. 
There are some methods to determine number of clusters. The Elbow method is a 
method that can be used to help determine the number of clusters. Based on the Elbow 
plot results (Figure 4), it can be concluded that the number of clusters is 2 or 3 clusters 
(see extreme difference forming the angle of elbow). Another method to determine the 
number of clusters is running some clusters by the K-Means algorithm and compare the 
silhouette coefficients, but needs more time to run the algorithm. 
 

Figure 4. Elbow Plot for K-Means Algorithm 
 

 
 
Next step, do modeling using K-Means. However, from the Elbow method shows that 
the number of clusters is 2 or 3 cluster, the researchers try to compare the silhouette 
coefficients in 2 until 17 clusters. The following table is a summary of the silhouette 
coefficients for each cluster. In table 3, the silhouette value is highest when two clusters 
are formed. So, the result is related to the result from elbow method. 
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Table 3. Silhouette Coefficient for 17 Cluster 
 

Number of Clusters Silhouette Coefficient 

2 0.75 

3 0.69 

4 0.54 

5 0.58 

6 0.57 

7 0.44 

8 0.42 

9 0.30 

10 0.23 

11 0.20 

12 0.17 

13 0.15 

14 0.15 

15 0.20 

16 0.17 

17 0.17 

 
Based on the result from Table 3, the number of members formed in each cluster is as 
follows. 
 

Table 4. The Number of Members Formed in Each Cluster 
 

Cluster Number of Members Name of Members 

1 31 Aceh, North Sumatera, West Sumatera, Riau, 
Jambi, South Sumatera, Bengkulu, Lampung, 
Bangka Belitung Islands, Riau Islands, Central 
Java, DI Yogyakarta, Banten, Bali, West Nusa 
Tenggara, East Nusa Tenggara, West Kalimantan, 
Central Kalimantan, South Kalimantan, East 
Kalimantan, North Kalimantan, North Sulawesi, 
Central Sulawesi, South Sulawesi, Southeast 
Sulawesi, Gorontalo, West Sulawesi, Maluku, North 
Maluku, West Papua, and Papua 

2 3 DKI Jakarta, West Java, and East Java 

 
The K-Means results show that there are 31 provinces formed in the first cluster. 
Meanwhile, there are 3 provinces in the second cluster that have the same 
characteristics of 17 categories of Industry in GRDP. The three provinces in second 
cluster are DKI Jakarta, West Java, and East Java have highest GRDP in 2022. 
 
In the DBSCAN algorithm, two values are required, called Epsilon (𝜀) and Minimum 
Points. Minimum Points will be used to represent a cluster. Using KKN (K-Nearest 
Neighbors) is a method to determine epsilon from the K-NN results (Figure 5). The K-NN 
Distance value is 4.59, so the epsilon used is 4.6. 
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Figure 5. K-NN Distance 
 

 
 

There are 2 clusters and 1 outlier formed by DBSCAN algorithm with a silhouette value 
of 0.72. Members of the cluster use DBSCAN algorithm as follows. 
 

Table 5. Members of the Cluster Use DBSCAN 
 

Cluster Number of Members Name of Members 

1 31 Aceh, North Sumatera, West Sumatera, Riau, 
Jambi, South Sumatera, Bengkulu, Lampung, 
Bangka Belitung Islands, Riau Islands, Central 
Java, DI Yogyakarta, Banten, Bali, West Nusa 
Tenggara, East Nusa Tenggara, West Kalimantan, 
Central Kalimantan, South Kalimantan, East 
Kalimantan, North Kalimantan, North Sulawesi, 
Central Sulawesi, South Sulawesi, Southeast 
Sulawesi, Gorontalo, West Sulawesi, Maluku, North 
Maluku, West Papua, and Papua 

2 2 West Java and East Java 

-1 
(outlier) 

1 DKI Jakarta 

 
From the clusters formed, it shows that there are 31 provinces with the same 
characteristics in first cluster. Meanwhile, in second cluster are formed 2 provinces 
namely East Java and West Java. 
 

DISCUSSION 
 
Based on the cluster results, shows that silhouette coefficient is not very far apart using 
K-Means and DBSCAN algorithms but form different clusters. In DBSCAN, province of 
DKI Jakarta was detected as an outlier. The results of both algorithms also show the 
same number of members in the first cluster. In the K-Means algorithm, province of DKI 
Jakarta, East Java and West Java is form in the same cluster (cluster 2). Based on GRDP 
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value, three provinces in the same cluster have the highest GRDP in 2022. DBSCAN 
result can detect an outlier from the GDRP in 2022. It can be a positive and negative 
perspective. The positive perspective is the government should always pay attention to 
this province and still develop potential categories in this province. The negative 
perspective is if something bad happen to this province, then the Indonesian GDP’s 
threatened decline. If we rank the GRDP of each province, the top three provinces are 
DKI Jakarta, East Java, and West Java. The difference between DKI Jakarta and East 
Java is 455563 billion rupiahs. The difference is quite big. It can be caused by the 
recovery of Covid-19 in DKI Jakarta is faster than others provinces. The member of 
Cluster 1 in both K-Means and DBSCAN algorithm are same. It means the characteristics 
based on 17 categories between the province is same. If it is compared the value 
between cluster, the highest value in each category except two categories (Mining and 
Quarrying & Electricity and Gas) are all in Cluster 2. 
 

CONCLUSION 
 
The boxplot of 17 categories show that every category has outlier. To handle the large 
range between variables, Standardization using Z-Score Normalization is applied. 
Clustering using the K-Means algorithm is form two clusters with a silhouette coefficient 
of 0.75. Meanwhile, clustering using the DBSCAN algorithm is form two clusters and one 
outlier with a silhouette coefficient of 0.72. The difference in silhouette coefficient 
between the two algorithms in this study is 0.03. The value is quite small, but form quite 
different clusters. From the silhouette coefficient, the K-Means algorithm is better than 
the DBSCAN algorithm. Elbow methods in K-Means algorithm remain a valuable starting 
point for selecting the number of clusters, and often provide useful insights into the 
underlying structure of the data. However, it is important to complement it with other 
validation techniques when working with more complex data sets or different clustering 
algorithms. Based on this research results, using DBSCAN algorithm automatically 
adapts to the data, determining the number of clusters without explicit prior knowledge. 
Also, DBSCAN algorithm shines in handling data with complex structures and outliers. 
This proves that DBSCAN algorithm can overcome outliers. The outlier showed in 
DBSCAN can help stakeholders to keep attention on the outlier. On the other hand, K-
Means requires determining the number of clusters first. This can be limiting when 
dealing with diverse and irregular data. While K-Means shines in computational 

efficiency, simplicity, and performs well when dealing with well-defined clusters. 
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