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features. The system was developed using
the Waterfall methodology, encompassing
requirement gathering, system design,
implementation, testing, deployment, and
maintenance. Key components include the
buddy matching algorithm, Al chatbot
integration, intuitive user interface design,
and extensive system testing to ensure
functionality and reliability. The matching
algorithm effectively pairs senior students
with freshmen based on user-input data,
fostering meaningful academic
connections. The project successfully
produced a fully functional mobile
application that promotes productive study
partnerships, delivers real-time academic
assistance, and enhances students’
learning experiences, time management,
and overall academic performance.
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INTRODUCTION

The Buddy System is a program designed to match freshmen with older and more
experienced students who serve as mentors, offering guidance and practical advice to
help new students adapt to university life (Eduopinions, 2022). Prior research has shown
that the buddy method for peer mentorship is highly effective in enhancing knowledge
and skills, particularly in the context of scientific research (Balan, 2015). By engaging in
this system, students are able to exchange ideas from multiple perspectives, thus
enriching their academic and social experiences.

At INTI International College Penang, significant challenges remain in providing effective
peer mentorship and collaborative learning opportunities. Currently, there is no
structured platform that efficiently connects freshmen with senior peers for academic
guidance, practical advice, and campus orientation. This gap particularly affects
international students, who often find it difficult to build meaningful friendships with local
peers. As highlighted in earlier studies, buddy programs help international students
better understand host country culture and foster a sense of belonging (Nilsson, 2019).
Moreover, statistical evidence indicates that peer assistance is a vital source of academic
support. According to Holland & Pawlikowska, (2019), 52 out of 141 students reported
that their second choice in seeking help with academic difficulties was to approach a
peer or study buddy. This finding underscores the crucial role that peer mentors play in
supporting students’ learning and adjustment to campus life. Without a dedicated
platform to facilitate these mentorship connections, however, freshmen may face greater
challenges in navigating university life and achieving their full academic potential (Naidoo
et al., 2021).

To address these challenges, this study proposes the development of a mobile
application to support students at INTI International College Penang in finding study
partners, forming study groups, and engaging in peer-to-peer collaboration. The
application incorporates features such as matching students based on shared interests
or courses, thus enabling personalized study processes through Al-based matching (Oh
et al., 2025). Peer support has been found to positively influence performance and self-
confidence, especially when facilitated by experienced students (Wahyuni, 2022).
Additionally, the app provides a platform for group discussions, integrates an Al chatbot
capable of answering academic questions, and allows both students and administrators
to upload and share study resources. This comprehensive approach aims to foster
collaborative learning, strengthen peer mentorship, and enhance academic outcomes
for students.

LITERATURE REVIEW

Evolution of the Buddy System

The buddy system has evolved significantly in response to shifts in educational contexts
and technological advancements. Prior to 2020, the system primarily relied on face-to-
face interactions, where senior students mentored freshmen to support their academic
and social integration into university life. During the COVID-19 pandemic (2020-2021),
educational institutions transitioned to online platforms such as Zoom and Microsoft
Teams to maintain mentorship and peer support virtually (Andries & Lengkoan, 2023).
In the post-pandemic period (2022—May 2024), the system adopted a hybrid model that
combined physical and virtual platforms, thereby increasing inclusivity and adaptability.
Looking forward, the integration of advanced technologies—including artificial
intelligence (Al) and matching algorithms—is expected to further enhance the accuracy
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and effectiveness of buddy pairings by incorporating factors such as course compatibility,
personal interests, and personality traits.

Matching Algorithms

Matching algorithms are essential tools for pairing individuals or items based on similarity
or compatibility. They play a vital role in applications such as recommendation systems,
peer-to-peer networks, and buddy matching systems. These algorithms operate by
calculating similarity values between subjects and assigning matches according to
established criteria of proximity (Rosenbaum, 2001).

K-Nearest Neighbours (KNN)

The K-Nearest Neighbours (KNN) algorithm is a supervised machine learning method
applied in both regression and classification problems. As an instance-based learning
technique, KNN classifies a data point according to the majority class of its k nearest
neighbours. It is simple, flexible, and does not require assumptions about the underlying
data distribution. However, it can be computationally expensive for large datasets and
sensitive to irrelevant features and noise (Zhang et al., 2024). KNN works by first
calculating the distance between a new data point and every point in the training dataset,
then assigning the new point to the majority class among the closest neighbours
(GeeksforGeeks, 2024a).

Decision Trees

Decision Trees are tree-structured classifiers where nodes represent features, edges
represent decisions, and leaves represent outcomes. They are widely used for both
classification and regression tasks due to their interpretability and intuitive visualization.
Decision Trees can handle categorical and numerical data but are prone to overfitting,
particularly with large or complex datasets. They may also become biased if certain
classes dominate the training data. To improve their robustness and generalization,
techniques such as feature selection, pruning, and ensemble approaches (e.g., Random
Forests) are often applied (Rahman et al., 2024). Decision Trees function by recursively
selecting the most informative feature to partition the dataset until a stopping criterion is
met, producing predicted values or class labels at the leaves (Abhis, 2024).

Support Vector Machines (SVM)

Support Vector Machines are supervised learning models that determine the optimal
hyperplane in a high-dimensional space to separate data classes. SVM belongs to the
generalized linear classification family and is applicable for both regression and
classification. It performs effectively in high-dimensional spaces and when there is a
clear margin of separation between classes (Jair et al., 2020). Based on the principle of
Structural Risk Minimization (SRM), SVM maximizes the margin between support
vectors while minimizing classification errors. Kernel functions such as linear,
polynomial, and radial basis function (RBF) are commonly employed to map input data
into higher-dimensional spaces, enabling the classification of non-linearly separable data
(Aswathisasidharan, 2023).

Naive Bayes

Naive Bayes is a probabilistic classifier grounded in Bayes’ theorem, which assumes
independence among features. Despite this simplifying assumption, it has been widely
applied due to its computational efficiency and effectiveness in tasks such as text
categorization and spam filtering (Li & Li, 2020). For small to medium-sized datasets,
Naive Bayes often performs remarkably well. Its formula is given as:
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P(E|H) x P(H) (1)
P(E)

P(H|E) =

where, P(H|E) = Probability's positional probability (conditional probability)
P(E|H) = Parameter E's probability in relation to hypothesis H
P(H) = The prior hypothesis, or prior probability (Peling et al., 2017)

The process begins with training data to calculate prior probabilities for each class.
Probabilities for each feature within each class are then estimated using probability
density functions or histograms. Finally, the theorem is applied to predict the most likely
class for new data, assigning it to the class with the highest posterior probability
(GeeksforGeeks, 2024b).

Distance Calculations for the KNN Model
Several distance measures are commonly used in the K-Nearest Neighbours (KNN)
model, each with its own strengths and limitations depending on the type of dataset.

Cosine Similarity

Cosine similarity measures the cosine of the angle between two non-zero vectors in an
inner product space, making it particularly useful for complex data such as text. It
evaluates whether two vectors are pointing in the same direction rather than focusing on
their magnitude (Han et al.,2012). Because it emphasizes direction over magnitude,
cosine similarity is effective in text analysis and document similarity tasks (Marakani,
2019). The formula is:

-B —14;B;

IIAIIIIBII \/Zl 1‘42\]21 B? (2)

where A and B are the vectors being compared, A; and B; are the components of these
vectors (Varun, 2020).

Cosine Similarity =

Euclidean Distance

Euclidean distance calculates the straight-line distance between two points in Euclidean
space, derived from the Pythagorean theorem. It is widely applied in machine learning,
particularly for continuous variables and simple datasets, due to its simplicity and
intuitiveness (Marakani, 2019; Suwanda et al., 2020). However, it is sensitive to data
volume and scaling issues, which may reduce its effectiveness in high-dimensional
datasets. The formula is:

where A; and B; are the coordinates of the points in each dimension (Suwanda et al.,
2020)

Gower Distance

Gower distance is a dissimilarity measure capable of handling mixed data types,
including numerical, categorical, and binary variables. This flexibility makes it suitable for
heterogeneous datasets. However, it requires careful weighting of variables to ensure
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meaningful representation, and it can be computationally intensive (D’Orazio, 2021;
Vieira, 2023). The formula is:
P
Siin O
Zk—l ijkYijk

P (4)
Zk:l 61]/(

where §;;; is 1 if the comparison is valid, 0 otherwise. There will be different calculations
method for numerical variables, binary variables and categorical variables (Vieira, 2023).

Scower (Xi» xj) =

Jaccard Distance

Jaccard distance measures dissimilarity between two sets by comparing the size of their
intersection relative to their union. It is frequently applied in text similarity, clustering,
social network analysis, and recommender systems (Kabasakal & Soyuer, 2021).
Jaccard distance works particularly well with binary and categorical data, though itis less
effective for continuous data or sets with many overlapping elements. The formula is:

|AnB|_ |A N B|

d(A,B) =1- =
4.5 |AUB| |A|+|B|—=|ANB| (5)

where |ANB]| is the size of the intersection of the sets and |AUB]| is the size of the union
of the sets (Lehal, 2017).

Selection Considerations for KNN

The choice of distance metric plays a crucial role in determining the effectiveness of the
K-Nearest Neighbours (KNN) model. Although KNN is widely appreciated for its
simplicity, flexibility, and ability to handle both classification and regression without an
explicit training phase, its performance is highly dependent on the suitability of the
distance measure applied.

Cosine similarity is generally preferred when dealing with text or vector-based data, as it
emphasizes the orientation of vectors rather than their magnitude, making it useful in
contexts where direction is more meaningful than scale. In contrast, Euclidean distance
remains the most commonly used metric for continuous and low-dimensional datasets
because of its straightforward computation and intuitive interpretation, although it tends
to be less reliable in high-dimensional spaces. Gower distance offers significant
advantages in handling heterogeneous datasets containing numerical, categorical, and
binary variables, providing adaptability in complex data scenarios. However, it demands
higher computational resources and careful adjustment of variable weights to ensure
balanced representation. Jaccard distance, on the other hand, is particularly well-suited
for binary and categorical data, especially when the focus is on measuring similarity or
dissimilarity between sets.

Among these options, Gower distance is often selected for datasets that combine
multiple variable types, as it enhances both the robustness and accuracy of KNN models.
Despite its computational complexity and the need for normalization, it is considered a
versatile and reliable metric when addressing the challenges of heterogeneous data.
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Comparison between the Existing System and the Proposed System

Table 1. Differences Between The Existing System and The Proposed System

Features Navigate Course Studocu Quora Proposed
Student Hero System
Study Yes, but No No No Personalise
Buddies / lack of the buddy
Buddy personalise matching
Matching buddy
matching
Document No Yes Yes No Yes
Sharing
Discussion No No No Yes Yes
Forum
Community | Limited to Limited to Limited to Q&A, Document
Interaction | student document document comments, sharing,
interactions | sharing and | sharing and | upvotes/ Q&A and
Q&A Q&A downvotes | comments
Al chatbots No Yes Yes Yes Yes

Note. Adapted from (Quora.Inc, 2012), (Global, 2014), (StuDocu, 2019), (Hero, 2015)

The proposed system addresses the limitations of existing platforms, as highlighted in
Table 1, by introducing a personalised buddy matching feature, unrestricted document
sharing, and a discussion forum similar to Quora that encourages collaborative learning.
In addition, the system incorporates an Al-powered chatbot tailored specifically for INTI
students, providing instant academic assistance and creating a more comprehensive
and supportive learning environment. By integrating these features, the proposed system
bridges the gaps left by current solutions and delivers a more holistic approach to peer
learning and academic support.

RESEARCH METHOD

This project employed the Waterfall methodology, a structured software development life
cycle (SDLC) model characterized by sequential phases. The process began with
requirement gathering, which was conducted through a comprehensive literature review,
analysis of existing systems, and evaluation of relevant technologies. This stage
provided a clear foundation for the subsequent design phase.

During the system design phase, the architecture of the proposed application was
outlined using UML diagrams (see Appendix A), database schemas, and user interface
mock-ups created with tools such as Lucidchart and Figma. The implementation stage
involved developing the mobile application using Android Studio, with backend
integration of key functionalities including the K-Nearest Neighbour (KNN) algorithm for
personalised buddy matching and the Gemini model for chatbot support.

The testing phase was conducted to ensure that both functional and non-functional
requirements were met. This was achieved through unit testing, integration testing, and
performance testing, which verified the reliability and efficiency of the system. Finally,
the deployment and maintenance phase involved demonstrating the system on Android
devices and publishing the project on GitHub. Provisions for ongoing maintenance, such
as updates and issue resolution, were also incorporated to ensure the long-term stability
and usability of the application.
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RESULTS

The buddy matching system was implemented using a Flask server integrated with
Firebase Realtime Database and developed based on the K-Nearest Neighbours (KNN)
algorithm with Gower distance for similarity computation. The algorithm effectively
fetched and pre-processed user data including course, seniority, hobbies, and
personalities. After label encoding and formatting the input data, similarity matrices were
computed to identify the top 3 most similar buddies for each user.

Figure 1. Overview Result for Combined Buddies

Similarity Matrix:

uid 8I1zec5IckevXHzKxhNMD6tZGCz2  Bs6bLmgTINOZCMKUNS6INWGOUA72 ... reADVXTrbzQslaakehsvoO3WsNzl X@I144rOcVdTkFI1BFgDMZMOQQR2
uid

8I1zec5IckevXHzKxhNmMD6LZGCz2 0.000000 0.321429 0.142857 0.482143
Bs6bLmgTINOZcMkUNS6INWGOUa72 0.321429 0.000000 0.250000 0.232143
H3mTUXYVrEZGOmCFtBjIXTH2P1z1 0.267857 0.446429 0.196429 0.607143
T0zEU3XRWYDABIPTyNTRvYqZUy2 0.410714 0.375000 ... 0.267857 9.535714
S1QxfLITECOZGKPXSQOY7APXPQoL 0.375000 0.267857 ... 9.3e3571 9.357143
Qqv2XqgAj1ag75TON76WA21ISydu2 0.0971429 0.250000 ... 0.142857 0.410714
reADVXTrbzQ8laakehsvoo3WsNzl 0.142857 0.250000 ... 0.000000 0.410714
X01144r0cvdTkFJ1BFgDMZMOQQR2 0.482143 0.232143 ... 0.410714 ©.000000

[8 rows x 8 columns]

Distances: [[e. 0.07142857 ©.14285715]
©0.23214287 0.25
©.14285715 0.19642858]
©.14285715 0.25 1
0.25 0.25 1
0.07142857 0.14285715]
0.14285715 0.14285715]

. 0.23214287 0.35714287]]

Indices: [[@ 5 6]
[175]
[2 3 6]
[3 2 4]
[4 3 2]
[5 e 6]
[6 @ 5]
[7 1 4]]
' X8FHUfhudTNtOTXB87y707IpgQH3 " : ; eT1NOzcMkUns6INwWGoUa72 ', ' S1QxfLITECOZGKPXSgOY7APXPQol'

Similarity Matrix:

uid FNVSFNdxz9g6bjDVNTF1TtoreLi2 KHe8afzzZooQ2YrfengzT4o6qlrC3 ... yQmawhQtYfdIH2PzmSzTIGCK8yb2 X8FHUThudTNt9TXB8jy70jIpaQH3
uid .

FNVSFNdxz9g6b jDVNTF1TtoreLi2 0.000000 . 0.486742 0.413258
KHe8afzZZooQ2Yrf8ngzZT406g1rc3 9.157197 K 0.462121 0.297727
OLLSHhqIQeZOStFFEXsmMM1OraI3 0.291667 . 0.554924 0.303409
UoSQ4NGnqtYaHt3Cuqj2ZoN78Cs1 0.389015 B 0.347727 0.357576
VaPHVIZiWITDKFKpKTZnURAN2973 0.664773 . 0.178030 0.334848
WcjDalpBgqMoYKwesTtriyDvIqil 9.256061 . 0.397348 0.323864
X0I144r0cvVdTkFJ1BFgDMZMOQOR2 9.479545 . 0.442803 0.066288
€52ZSXVEQS0ABPUbrqiFuKP8lwe2 0.478788 B 0.382955 0.434470
jpdefakrROfV7zpQsfDuhgImBqZul 9.501136 . . 0.156061 0.387121
570tByAWk2TU9CMRCEjvafIS5uG2 0.660985 . 0.215909 0.456061
tIfG191PAUStS7a0E1VULSCFBpil 0.255303 B B 0.360227 0.241288
yOmawhQtYfdIH2PzmSz TIGCK8yb2 0.486742 PN 0.000000 0.376515
X8FHUFhudTNEOTXB8y70]IpaQH3 0.413258 0.297727 ... 0.376515 0.000000

[13 rows x 13 columns]

Distances: [[@. 0.15719697 0.25530303]
0.1435606 ©.15719697]
0.17613636 0.27878788]
0.2602273 ©.34772727]
0.1780303  0.21212122]
0.18257576 ©.2560606 ]
0.06628788 0.27878788]
0.2602273  0.38295457]
0.1560606 ©.15984848]
0.15984848 0.21212122]
0.1435606 0.18257576]
0.1560606 ©.1780303 ]
0.06628788 0.24128787]]
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Indices: [[ @ 1 18]
[ 110 o]
[2 1 6]
[ 3 711]
[ 411 9]
[ 510 o]
[ 612 2]

[ 7 311]

[ 811 9]

[9 8 4]

[16 1 5]

[11 8 4]

[12 6 10]]

{ ' X8FHUfhudTNt9TXB8jy70jIpqQH3 "' : [ 'XOIl44rOcVdTkFI1BFEDMZMOQQR2', ‘tIfG191PAUStS7a0EIVULSCBpil']}
192.168.0.120 - - [23/0ct/2024 23:37:44] "POST /get buddies HTTP/1.1" 200 -

Figures 1 and Figure 2 illustrate the matching results categorised into two groups. Figure
1 displays the combined buddy list, which matches the users with the same course but
different seniority levels. Figure 2 shows that the other buddy list, which matches the
users, is based on general attributes such as hobbies, personalities, and seniority when
the course did not match. The results are displayed in a decimal similarity score. The
similarity score has smaller values means the buddy and user have similarity between
each other, which is a Gower Distance characteristic that calculate the dissimilarity
between objects. The matching result will be shown in the last lines with the matched
buddy's id for the combined buddies who are same course with higher or lower seniority.
The results will be stored under Firebase and checked for duplications before storing
data. The system successfully demonstrated its ability to return personalised and course-
relevant buddy suggestions in real-time using the trained model.

Figure 3. User Registration

Select Course Select Hobbies Select Personalities

Diploma in Computer Science X
Writing |l EST)
3+0 BSc (Hons) in Computer Science (in
collaboration with Coventry University, Dance ENTJ
UK)
Gardening ESFJ
Year 3+0 BSe (Hons) in Computing (in
collaboration with Coventry University, Photoaranh 1 ENF
UK) graphy J
Baking 1 IST
Diploma in Electrical & Electronic
Engineering

Hiking | ISFJ

Diploma in Mechanical Engineering

Painting

Courageous
3+0 BE (Hons) in Electrical & Electronic Readi
Engineering (in collaboration with cading Extroversion
Coventry University, UK)

Yoga
P ; . 9 Openness
Country oii@iign + (Hons) in Mechanica
o’ Engineering (in collaboration with Calligraphy A ,
. Coventry University, UK) rticulate
= Malaysia = y o
Drawing
Diploma in Finance Capable
Scrapbook
o Mew South Wales TAFE Advanced Honest
Dinloma in Accounting

Register

Figure 3 above shows the sign-up page for the student role and the personal information
filling page for the matching algorithm's purpose. The user needs to fill up all the
information field to complete the account creation for the application. After the account
creation, the user will be able to match the buddies in the app.

Figure 4. Buddy Recommendation
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€ Buddy's Information € Buddy's Information € Buddy's Information
=B

o \
“ole ©

.:mf <

‘\"; rico_1 Talyor Chen cecelia_lee15
3

Accept Request ¥ Add as My Buddy ¥

The Figure 4 above illustrate the buddy recommendation page of the BuddyIN
application. Users can send or remove requests to matched buddies and view detailed
profiles. User can also accept or decline incoming buddy requests. The profile page
displays key information used in the matching algorithm, such as course, academic year,
personality, and hobbies. Additionally, users have the option to add buddies directly from
the profile page.

An accuracy of the algorithm evaluation was performed using dataset of user data to
evaluate the effectiveness of the buddy matching algorithm. The dataset included the
essential attributes such as course, seniority level, hobbies, and personalities. These
attributes were pre-processed and encoded for compatibility with the K-Nearest
Neighbours (KNN) model using the Gower distance metric, which is particularly suited
for mixed data types. The model was evaluated using 5-Fold Cross-Validation, which
splits the dataset into five equal parts, training the model on four parts and validating it
on the remaining part in each iteration. This technique provides a reliable estimate of the
model’s ability by ensuring every data point is used for testing.

Table 2. Average Results for the 5-Fold Cross-Validation

Metrics Value
Accuracy 0.78
Precision 0.80
Recall 0.93
F1 score 0.84

Table 2 above shows the results of the accuracy testing of the K-Nearest Neighbours
(KNN) classifier with Gower distance using cross-validation, focusing on accuracy,
precision, recall, and F1 score. The accuracy score is 0.78, indicating 78% of all buddy
match predictions made by the model were correct. This metric is useful for the overall
but would be misleading if the datasets were imbalanced. Precision score measures the
number of true matches among all match predictions. Precision score is 0.80, indicating
80% of positive predictions are correct. A high precision score is especially important
when false matches are costly, such as wasting user time or degrading user experience.
Recall score is 0.93, indicating 93% of positive instances are correctly identified. The
high recall means the model captured almost every real buddy match. This is particularly
beneficial in social matching contexts, as stopping to suggest a suitable buddy (false
negative) is generally worse than incorrectly suggesting one (false positive). F1 score is
the harmonic mean of precision and recall, indicating a good balance between precision
and recall, which having 84%. A high F1 score reflects the model's strong ability to
balance sensitivity (recall) and specificity (precision). This has proven that the model is
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well-developed for recommendation accuracy in buddy matching. The combined score
(accuracy, precision, recall, F1) is 83.95%, suggesting the model performs well across
all metrics.

Table 3. Confusion Matrix

Predicted: Match Predicted: Not Match
Actual: Match 14 (TP) O0(TN)
Actual: Not Match 1(FP) 7(FN)

Note. TP = True Positive, FN = False Positive, TN = True Negative, FN = False Negative

Confusion Matrix was carried out using the prediction across the fold for further
understanding of the classification performance. The confusion matrix shows the 14 true
positives, 1 false positive, 7 true negatives, and 0 false negative. The model correctly
predicted the suitable buddy pairs with 14 true positive and 0 false negative buddy pairs,
which failed to pair an actual buddy, which shows the model is highly sensitive and
precise. The results show the algorithms never missed a true buddy match, which is an
important condition for a buddy recommendation system to ensure no potential
compatible pair is missed. Overall, the K-NN classifier's performance is evaluated using
cross-validation, providing a comprehensive evaluation of its effectiveness.

DISCUSSION

This study shows that a K nearest neighbours (KNN) matching approach using Gower
distance can generate useful peer matching recommendations in a heterogeneous real
world student dataset. Using fivefold cross validation, the model achieved Accuracy 0.78,
Precision 0.80, Recall 0.93, and F1 0.84, indicating a good balance between correctly
identifying compatible buddies and limiting incorrect suggestions. The confusion matrix
indicates no false negatives and only one false positive, which is desirable in a social
matching context because missing a truly compatible peer is costlier than suggesting an
extra candidate. These results suggest that algorithmic matching can meaningfully
support peer mentoring and study partnerships in higher education.

Methodologically, Gower distance is appropriate for BuddyIN because it handles mixed
attributes such as courses (categorical), seniority (ordinal), hobbies, and personality
traits (categorical or binary) within a single similarity framework (D’Orazio, 2021; Vieira,
2023). By contrast, Euclidean distance assumes continuous and similarly scaled
features and tends to degrade with high dimensionality (Suwanda et al., 2020). Cosine
similarity focuses on directional alignment of vectors, which is effective for text but less
natural for mixed type profiles (Han et al., 2012; Varun, 2020). Jaccard distance works
well for set based or binary data but discards magnitude information that can matter for
multiattribute matching (Kabasakal & Soyuer, 2021; Lehal, 2017). Within the KNN family,
our choice reflects a fit for purpose metric selection rather than algorithmic complexity
for its own sake (GeeksforGeeks, 2024a).

Substantively, the findings align with prior literature showing that buddy and peer
systems enhance knowledge acquisition, adjustment, and academic confidence,
especially for freshmen and international students (Balan, 2015; Nilsson, 2019; Naidoo
et al., 2021). Survey evidence also indicates that students frequently seek help from
peers or study buddies for academic difficulties (Holland & Pawlikowska, 2019). BuddyIN
operationalises these insights by providing course aware and interest aware matching
together with a discussion forum and an Al chatbot that enables just in time academic
support (Oh et al., 2025).
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Compared with existing platforms such as Navigate Student (Global E., 2014), Course
Hero (Hero, 2015), StuDocu (2019), and Quora (Quora Inc., 2012), BuddyIN’s
contribution is the personalised buddy matching core. Competing services emphasise
student services, document repositories, or question and answer communities, but they
do not natively perform multiattribute and course sensitive pairing for mentorship and
study partnership. BuddylN complements these ecosystems by combining targeted
matching, resource sharing, community discussion, and Al assistance in one application.

Several enhancements are warranted. Larger and more diverse datasets should be
collected to assess generalisability beyond a single campus population, and future work
should include qualitative user feedback on match satisfaction and perceived relevance
to triangulate the quantitative metrics. Deploying the backend to a reliable cloud
environment would improve uptime and support scale. Exploring hybrid recommenders,
for example KNN with explainable rules or model stacking, and adding explanations for
why a buddy was recommended may increase user trust and adoption (Rahman et al.,
2024; Zhang et al., 2024). Finally, offering rematch options and stronger account and
data controls will support privacy, autonomy, and long-term engagement.

CONCLUSION

In conclusion, BuddylIN is a mobile application that can foster the productivity of studies
by having a partnership, and real-time academic support with lecturer assistance to
enhance students’ learning experience and academic success. The objectives of the
project have been successfully achieved throughout the development process, such as
matching algorithms with K-Nearest Neighbours (KNN) and Gower Distance,
implementing a discussion platform for knowledge sharing, and including an Al-powered
chatbot for support. From overcoming technical challenges to implementing machine
learning models and APIs, this project also offered a wealth of learning opportunities.
Every obstacle necessitated a combination of technical flexibility, analytical reasoning,
and tenacity, which eventually aided in the project's accomplishment and the individual's
development. The BuddyIN application can bring up benefits to students and lecturers
at INTI International College Penang by supporting student success with the features in
the system.

LIMITATION

This study is subject to several limitations. Firstly, the dataset was moderate and limited
in scope, comprising only data related to students from INTI International College
Penang. This restriction may reduce the diversity of user attributes and limit the model’s
ability to generalize to broader or more diverse populations. Secondly, the matching
algorithm’s effectiveness in capturing more complex social or behavioural dynamics has
not been fully explored. Additionally, the deployment of the Flask server remains
constrained, as it is hosted locally and cannot maintain continuous cloud-based activity,
which limits the system’s scalability and availability for real-time usage.
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APPENDIX A

Figure A. Use Case Diagram
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